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All over the world, people use 
biometrics as a means of 
authentication to secure 
access to condential data. 
The convenience of 
presenting a biometric 
attribute instead of a 
trtraditional user verication 
technique, such as a long 
password, comes at a price. 
An imposter may try to 
imitate (spoof) the biometric 
attribute to gain illegal access. 
Presentation attack detection 
((PAD) systems can detect 
biometric spoofs presented to a 
sensor.  

PAD systems are often the 
only gap between one's 
data and prying eyes. 

Although there are many 
antispoong approaches, 
deep-learning-based 

approaches have shown 
prpromising results. 
However, one of the 
limitations of deep 
learning is the lack of 
data to train a robust 
model. We combat this 

limitation using generative 
adadversarial networks to 
produce more images to 

augment the original dataset.


